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Abstract— Uniform embedding was first introduced in 2012 for
non-side-informed JPEG steganography, and then extended to the
side-informed JPEG steganography in 2014. The idea behind uni-
form embedding is that, by uniformly spreading the embedding
modifications to the quantized discrete cosine transform (DCT)
coefficients of all possible magnitudes, the average changes of the
first-order and the second-order statistics can be possibly mini-
mized, which leads to less statistical detectability. The purpose of
this paper is to refine the uniform embedding by considering the
relative changes of statistical model for digital images, aiming
to make the embedding modifications to be proportional to the
coefficient of variation. Such a new strategy can be regarded as
generalized uniform embedding in substantial sense. Compared
with the original uniform embedding distortion (UED), the
proposed method uses all the DCT coefficients (including
the DC, zero, and non-zero AC coefficients) as the cover
elements. We call the corresponding distortion function uniform
embedding revisited distortion (UERD), which incorporates the
complexities of both the DCT block and the DCT mode of each
DCT coefficient (i.e., selection channel), and can be directly
derived from the DCT domain. The effectiveness of the proposed
scheme is verified with the evidence obtained from the exhaustive
experiments using a popular steganalyzer with rich models on
the BOSSbase database. The proposed UERD gains a significant
performance improvement in terms of secure embedding capacity
when compared with the original UED, and rivals the current
state-of-the-art with much reduced computational complexity.

Index Terms— JPEG steganography, minimal-distortion
embedding, uniform embedding, distortion function design.
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I. INTRODUCTION

TEGANOGRAPHY is the science and art of concealing
Sa message within empirical cover media (image, audio
or video etc.) [3]. Generally, a good steganographic method
should have acceptable statistical imperceptibility and a
sufficient payload, while these two objectives are generally
conflicting with each other for a given algorithm. Therefore,
the purpose of the steganographer is to lower the statistical
detectability, i.e., to improve the security performance for a
fixed payload. In modern steganography, numerous attempts
have been made to achieve this purpose. Among them,
preserving a chosen cover model has been proved to be a
bad idea, while the most common and effective approach is
minimizing a heuristically-defined embedding distortion for
the empirical cover media. Such approach is also formulated
as minimal distortion embedding framework.

The development of JPEG steganography benefits a lot from
the application of channel coding, e.g., Hamming code for
F5 [4], modified matrix encoding for MME [5] and BCH code
for BCHopt [6], etc. In 2011, Filler et al. developed a break-
through coding framework by utilizing the syndrome-trellis
codes (STCs), which allows the steganographer to minimize an
additive distortion function while embedding a near-maximal
payload [8]. By letting the distortion of an element to be an
infinite value, the framework can even prohibit modification
of this element, thus allowing the implementation of the wet
paper coding.

Over the past few years, the emerging JPEG steganographic
schemes all focused on the design of the distortion function.
Among them, distortion functions for JPEG steganography
without any side-information are particularly desirable for
practical applications, e.g., MOD [9], UNIWARD [10] and
UED [2], even though UNIWARD and UED can also utilize
the side-information. The distortion function of MOD was
heuristically defined as a rich parametric model, which was
then optimized to obtain the least detectability with respect to a
selected feature set (cover model). Note the fact that the cover
model involved in MOD is an incomplete statistical descriptor
of the empirical source, MOD ended up being more detectable
as the steganalyst can easily design a detector “outside the
model” [11]. Despite the limitation with MOD [9], the effec-
tiveness of its motivation, i.e. content-adaptivity, was demon-
strated in a novel method called UNIWARD [10]. In [10],
the distortion functions for spatial (S-UNI), JPEG (J-UNI)
and side-informed JPEG (SI-UNI) domain are all derived
from the wavelet domain. Unlike the conventional JPEG
steganographic schemes which only embed the secret message
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into non-zero AC coefficients, J-UNI and SI-UNI use all DCT
coefficients (DCs, zero and non-zero ACs) as possible cover
elements, and achieves so far the best security performance.
However, the computational complexity of attaining distortion
from the wavelet domain may be the major problem in
implementation.

Under the circumstance that many content-adaptive image
steganographic methods rigidly adhere to a given cover model,
the idea of uniform embedding opens a new thought of
JPEG steganography. In practice, the statistical detectability
is measured as the detection results of the steganalysis, which
often consists of a classifier and a feature set. It is exactly the
feature set that significantly influences the detectability of the
steganalysis. Most existing distortion functions are said to be
heuristically defined, because one can hardly establish a direct
relationship between the distortion function and the feature set.
Guo et al. [2] provided a new approach for JPEG steganogra-
phy, i.e., “spreading” the embedding modification uniformly to
quantized DCT coefficients of all possible magnitudes. In this
way, less statistical detectability can be achieved, owing to the
reduction of the average changes of the first- and second-order
statistics of DCT coefficients as a whole. By incorporating
the uniform embedding (UED) strategy in the framework of
minimal distortion embedding, UED substantially improved
the previous state-of-the-art: nsF5 algorithm [7].

However, UED reported in [2] is only a preliminary
attempt to implement the uniform embedding strategy. In this
paper, we are trying to perfect the uniform embedding from
the motivation to the actual distortion function. The newly
proposed method takes into account the relative change of
the statistical image model, which needs to be proportional to
the “coefficient of variation”, and can be regarded as the gen-
eralized uniform embedding. Compared with original UED,
the proposed method utilizes all DCT coefficients (includ-
ing the DC and zero AC coefficients) as the cover elements,
and the corresponding distortion function is constructed based
on the complexities of both the DCT block and the mode of
each DCT coefficient (selection channel), which can be derived
directly from the DCT domain. We call the new distortion
function uniform embedding revisited distortion (UERD). It is
showed that its computational complexity is almost negligible,
which is more suitable for practical application. The effective-
ness of the proposed scheme is verified with evidence obtained
from exhaustive experiments using popular steganalyzer with
rich models on the BOSSbase database [15]. The proposed
UERD achieves considerable performance improvement in
terms of secure embedding capacity when compared with the
original UED, and has a comparable security performance
with the current state-of-the-art UNIWARD.

The rest of this paper is organized as follows. In Section II,
we propose the generalized uniform embedding strategy, and
the corresponding distortion functions (UERD) for JPEG
steganography with or without side-information of the orig-
inal uncompressed image are presented in Section III. The
new JPEG steganographic scheme is briefly described in
Section IV, which is followed by the experimental results
and analysis in Section V. Finally, the concluding remarks are
summarized in Section VL.
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II. GENERALIZED UNIFORM EMBEDDING STRATEGY

Nowadays, the most successful and practical approach
to steganography is the minimal distortion embedding
framework, which includes a tractably optimizable distortion
function and a method for encoding the message to minimize
the distortion. With the development of syndrome-trellis
codes (STCs), which can reach the rate-distortion bound for
additive distortion measure, the only thing left to the steganog-
raphers is the design of the distortion function. While most of
the existing distortion functions are based on the complexity
of image contents (both in spatial and JPEG domain) and built
heuristically, Guo et al. [2] proposed to construct the distortion
function based on the concept of uniform embedding, and the
corresponding distortion function is called uniform embedding
distortion (UED). Although UED substantially improved the
security performance, we find there still exists possibility
to further refine the uniform embedding strategy from the
perspective of statistical image models. Below we will firstly
take a brief review of the original uniform embedding strategy.

A. Review of the Original Uniform Embedding Strategy

By following the concept in the spirit of “spread spectrum
communication”, the motivation of the original uniform
embedding strategy is to uniformly “spread” the embedding
modification to the quantized DCT coefficients of all possible
magnitudes. Specifically, let x denote the DCT coefficients,
which are Laplacian distributed, the distortion function
involved in UED should have the general form of 1/|x]|.
Equiped with the corresponding distortion function, UED
would result in possible minimal artifacts of the first- and
second-order statistics for DCT coefficients as a whole.
One can refer to [2] for detail.

The motivation of the original uniform embedding strategy
can be easily understood from the perspective of the informa-
tion theory, i.e., the maximum entropy principle for discrete
source. However, for natural images, the tolerable relative
changes of DCT coefficients with different values may differ
from each other. Take the changes of the global histogram
caused by data embedding as example, a similar change may
be insignificant for the distribution of the a-valued coefficient,
while it can be very serious for the one of the b-valued
coefficient (Ja| >> |b|). This is the first problem with UED that
must be carefully investigated again. Another one that is worth
delving into is whether “uniform spread” of the modification
really leads to the most difficult detection for the steganalysis,
i.e., the best security performance.

B. Generalized Uniform Embedding Strategy

As mentioned in [2], the statistics of natural images indeed
exhibit, to some extent, deviation away from their models of
any kinds, which are what the potentials of natural images left
for steganography. Fig. 1(a) and (b) show the mean value u (x)
and standard deviation o (x) of the histogram of DCT coef-
ficients p(x) over 10,000 JPEG images with QF = 75
from Bossbase [15]. All the experiments below are also
implemented on the same database unless otherwise specified.
As is shown in Fig. 1(a), u(x) decreases with increasing |x]|.



GUO et al.: USING STATISTICAL IMAGE MODEL FOR JPEG STEGANOGRAPHY

2671

208 0.08
x .
g 06
506 R0.06 <
= & %5 0.4
204 5 0.04 >
3 @ 0.2
s 0.2 0.02 .
I rop— 0 5 T (S 5 10 o a— 10

DCT value

0

k=

0
W
o
@
0‘

)

0
0
i
7
!
‘0

"
i
f
AKX
i’
i
‘0

X
X
()

4
i
e
i
W
o
e
o
(i
i
W

7
)

XX

(
X
i
000
i
AN
\
o
o
Al
u
o
e
i
"

i
i
s
i
i
!

i
{

0‘

(i

Mean value of P(X1,X2)
A
i
i
o
O
b
0
"
0
i
i
0
"

o
g
i
i
e
i
(i
s
;W
i
i
"
i

X
i
(W
M

\

Fig. 1.

Therefore, when we study the changes of each bin after data
embedding, the relative change will be a more appropriate
measurement to figure out the real impact of each bin of
the p(x).

For steganalysis, a different model will provide different
detection ability, furthermore, the detection ability of different
bin in a model are also different. Although o (x) decreases
with the increase of |x| (Fig. 1(b)), we could not conclude
that the detection ability of bin O is the worst (for the same
relative change). Considering the fact that u (x) also decreases
with increasing |x|, a relative measurement will be more
appropriate. In this paper, in order to investigate the detection
ability of each bin of p(x), we adopt the concept of coefficient
of variation CV (x) [12], which is defined as the ratio of the
standard deviation to the mean:

o (x)
u(x)’

For better comparison of the detection ability, an important
assumption to make is that the relative change of each bin
is the same. As is shown in Fig. 1(c), CV(x) increases with
the increase of |x|, which implies that, the detection ability of
each bin of p(x) decreases with the increase of |x|.

The similar effect is also observed with second-order
statistics of natural images. Let P(Xi{, X») denote the
co-occurrence matrix with offset d = (0,1). Fig. 1(d)-(f)
show the mean u (X1, X7), standard deviation ¢ (X, X») and
normalized coefficient of variation CV (X1, X») of P(X1, X>2),
respectively. Obviously, CV (X1, X») also increases with the
increase of | X1|+|X>|. In other words, the detection ability of
each bin of P(X1, X») decreases with increasing |X{|+ | X3|.

We believe that the similar effects can also be observed
with other higher-order statistics. This indicates that uniformly

CV(x)=

ey

0
DCT value
(a) (b)

0
DCT value
(©)

(a)-(c) and (d)-(f) are the mean, standard deviation and CV of p(x) and P(X1, X3) over 10,000 JPEG image, respectively.

spreading the modification to all possible bins does not neces-
sarily imply the uniform detection ability of each element for
a given model. Therefore, in order to achieve the best security
performance, a reasonable choice is to uniformly spread the
“detection ability” to each bin. To this end, we only need to
control the relative change of each bin to be proportional to the
CV(x) or CV (X1, X2), which is called generalized uniform
embedding strategy.

C. Utilizing the Zero AC and DC Coefficients

For a long time, in order to make the embedding naturally
content-adaptive, most JPEG steganographic schemes avoid
to reduce the number of the zero AC coefficients and create
new zero AC coefficients. With the generalized uniform
embedding strategy, it is observed from Fig. 1(b) and (c) that
the zero AC coefficients take up the largest proportions of the
AC coefficients that can be modified. Recognizing that the zero
AC coefficients can be used as the cover elements to increase
the security performance, the key issue is to choose the
appropriate zero AC coefficients for embedding. This is done
by using the distortion function. Actually the zero AC coeffi-
cients in high frequency region have relatively small CVs as
described later in Section III-A, and embedding message into
these zero AC coefficients would also decrease the efficiency
of JPEG compression. Therefore, those zero AC coefficients
should be treated as the wet points in JPEG steganography.
While the zero AC coefficients in low frequency region could
indeed be explored for message embedding, in this paper,
zero AC coefficients and other non-zero AC coefficients
are treated equally. Whether a zero AC coefficient is
a wet point or not will depend on a unified distortion
function.



2672

-
-

IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. 10, NO. 12, DECEMBER 2015

1
0.8 0.8 0.8/
= = =
206 206 206
o (o] o
[ c c
S 0.4 S04 S 0.4t
= = =
0.2 I ] 0.2 0.2/
A oa—— 0 5 0o S0 = 0 5 0 S0 = 0 5 10
DCT value DCT value DCT value
(a) (b) (©)
1 1 1
0.8 0.8 0.8
= < =
%06 %06 Z0.6f
G k] k]
2 0.4 > 0.4 3041
0.2 0.2 0.2/
i op— 0 5 0 S0 = 0 5 0 Yo 0 5 10
DCT value DCT value DCT value
(d) (e) (6]

Fig. 2.

(a) — (c) are the histograms p(x) for the coefficients of modes 10, 33 and 66 (mode 00 is the DC mode), respectively. (d) — (f) are the corresponding

CVs of (a) — (c). All experimental data is obtained on the same test database aforementioned.

The DC coefficients have been prohibited from embedding
message in JPEG steganography for a long time, which is
similar to what happened with zero AC coefficients. In fact,
there is no explicit reason to specify why DC coefficients
could no be used as cover elements. All the DC coefficients,
when arranged together, can be considered as a down sampled
image in spatial domain. Consequently, there is only a modest
correlation between a DC coefficient and its adjacent ones,
especially in textured region. In other words, the CVs of the
model to characterize DC coefficients is quite large. Therefore,
there also exists a possibility that messages can be securely
embedded in the DC coefficients.

III. DISTORTION FUNCTION FOR GENERALIZED
UNIFORM EMBEDDING STRATEGY

A. Uniform Embedding Revisited Distortion

Similar to the design of the original UED, the general
approach to implement the generalized uniform embedding
strategy is to increase the probability to be modified for
those coefficients with larger CVs of the statistical model,
while decrease the ones with smaller CVs. The corresponding
distortion function, i.e., UERD (uniform embedding revis-
ited distortion), should be developed to facilitate the minimal
distortion embedding. To construct the UERD, we start with
analyzing the CVs of first- and second-order statistics for
different coefficients. Since a single coefficient itself does not
exhibit any statistical property, we study the “position” of
the coefficients instead, to figure out the coefficient in what
position (which DCT block or which AC mode) has smaller
or larger CVs.

TABLE I
LEVEL OF TEXTURE COMPLEXITY FOR DIFFERENT DCT BLOCKS

number of non-zero AC coefficients | level of texture complexity
[0,8) lowest
[8,18) lower
[18, 30) higher
[30, 63] highest

Firstly, we investigate the statistical properties of the
different AC mode. For the sake of brevity, we only present
the results of three AC mode, i.e., modes 10, 33 and 66
(mode 00 is the DC mode) for first-order statistics (Fig. 2)
and modes 10, 21 and 32 for second-order statistics (Fig. 3).
It is observed that, the higher frequency the AC mode is,
the more zero coefficients the corresponding AC coefficients
have and the smaller the corresponding CV becomes, which
indicates the lower probability the coefficient to be modified,
and vice versa.

Secondly, we investigate the statistical properties of the
DCT blocks with different texture complexity. We artificially
divide the DCT blocks of an image into four categories
according to the number of their non-zero AC coefficients
included, as in Table I. Put another way, the complexity
of DCT block is measured by its number of non-zero
AC coefficients. The first- and second-order statistics and their
corresponding CVs for the four DCT block categories over
10,000 images from BOSSbase are shown in Fig. 4 and Fig. 5,
respectively. It is easy to follow that, the more zero
AC coefficients in a DCT block, the smaller the corresponding
CVs of the first- and second-order statistics become, which
means the lower the modification probability, and vice versa.
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the lowest while the one of (d) is the highest. (e) — (h) are the corresponding CVs of (a) — (d). All experimental data is obtained on the same test database

aforementioned.

According to Fig. 2 and Fig. 4, the CV of bin 0 in lower
frequency AC mode is higher than the one in higher frequency,
and even higher than the one of some other bins in the
same mode; while the CV of bin 0 in blocks with higher
texture complexity is much higher than the one in lower
texture complexity, and even higher than other non-zero bins
in blocks with lower texture complexity. This also indicates
that there exist zero coefficients that are far more suitable for
data embedding.

Based on the above two observations, we now proceed
to construct the corresponding distortion function UERD.

Let x;; be a coefficient in position (i, j) of a 8 x 8 DCT
block in position (m, n), the distortion function p;; for x;; is
defined as:

Pij = Pij,mode * Pij,block> (2)

where pjj mode and pjj ok are the distortion measures for the
corresponding AC mode and DCT block, respectively. There
are plenty of choices for the above two measures. In this
paper, we define pjj moa. = ¢ij, Where g;; is the corresponding
quantization step of x;;. While pjj o is defined as the
function of the energies of the block where x;; belongs to and
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(a) — (d) are the co-occurrence matrix P (X1, X7) with offset d = (0, 1) for the coefficients of DCT blocks with different texture complexities, the

corresponding texture complexity of (a) is the lowest while the one of (d) is the highest. (e) — (h) are the corresponding CVs of (a) — (d). All experimental

data is obtained on the same test database aforementioned.

its adjacent blocks. Let x;; be in the mn'™ block, its block
energy D,,, is defined as

77
Dyn = D> |xul - qu,

k=0 1=0

where xi;,k,l € {0,---,7} is the coefficient in the block,
xop0 = 0 to avoid the influence of the DC coefficient, and gy
is its corresponding quantization step. We then have

3)

0.5 % (qi+1)j + gi(i+1))
Do +025% > d

, if (i, j) mod 8 = (0, 0)

pij = qij deb . )
s otherwise,
Dym +025% > d
deD
where D = {Dn—1)(n=1)> Dn—1yn> Dn—1)(n+1)> Dimn—1),
Dun+1)> Dmn+1)(n=1)> Dn+1n> Dem+1)(m+1)}  are  block

energies of the eight-neighborhood of mn'" block. When
the considered block is located in the image boundary, the
nonexistent block are obtained by block padding. Considering
the statistics of the DC coefficients is quite different from the
AC coefficients, here we heuristically defined the distortions
for the DC coefficients as the mean of their neighborhood
AC coefficients in the same DCT block.

As is shown in Fig. 6(c), the distribution of the coefficients
modified by our proposed UERD is quite different with
the original UED (see Fig. 6(a) and (b)), i.e., the UERD
modified more coefficients with small magnitude, especially
the zero coefficients, while modified less coefficients
with large magnitude. And Fig. 6(f) indicates that the
distribution of corresponding relative changes of the global
histogram is almost proportional to its CV (see Fig. 1(c)),
which achieves the objective of the generalized uniform
embedding strategy. The relative changes of both the
first- and second-order statistics are also smaller than the

ones for the original SC-UED and JC-UED, as is shown
in Fig. 6(d)-(f) and Fig. 6(g) - (i), respectively.

B. Side-Informed Uniform Embedding Revisited Distortion

For the side-informed JPEG steganography, the most
advantage is the use of the side-information, i.e., the
rounding error during the process of JPEG compression.
Such side-information can significantly improve the security
performance of the JPEG steganography, which has been
proved by many practical methods [2], [5], [6], [10], [13] and
theoretical analysis [14]. According to our understanding, the
distortion function for side-informed JPEG steganography
can be factorized into two parts, as described in the form

P = P Pis (%)

where pg is the distortion function designed against the
feature space, while py; denotes the distortion function that
constructed with the rounding error.

In practice, p;, can be defined just as the distortion function
for the non side-informed JPEG steganography. While the p; is
always determined according to the additional rounding error,
E = |R' — R|, where R represents the rounding error due
to JPEG compression and R’ is the embedding error caused
by data embedding. Thus the proposed side-informed uniform
embedding revisited distortion (SI-UERD) is defined as:

pij = eij

0.5 % (gG+1)j + gi(j+1))
Dy +025% > d

, if (i, j) mod 8 = (0, 0)

gii deb
ij .
s otherwise,
Dpn +025% > d
deD

(6)
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the relative changes of the global histogram p(x) of the same three methods. (g) — (i) are the relative changes of the co-occurrence matrix P (X1, X) with
offset d = (0, 1) of them. All experimental data are obtained on the same test database aforementioned.

where e;; is the additional rounding error for x;;, other
parameters and the distortions of the DC coefficients are
similarly defined as the ones in (3) and (4).

MME [5] is the first side-informed JPEG steganographic
scheme that tried to improve its security performance by
minimizing the additional rounding error. According to [5],
modifying the coefficients with rounding error closer to
0.5 leads to less additional rounding errors. Except the con-
sideration of rounding error, the distortion function of MME,
however, acts as some kind of random embedding, say nsF5.
Both SI-UED and SI-UERD try to combine the embedding
strategies with the side-information to further increase the
security performance. Fig. 7(a) — (c) show the average distri-
bution of the rounding errors of the modified coefficients over
10,000 images for MME, SI-UED and SI-UERD, respectively.
For fair comparison, all three schemes are STC coded. It is
observed that SI-UERD modified more coefficients with

large rounding error but less coefficients with small rounding
error, leading to less additional rounding error on the whole.
Obviously, for side-informed JPEG steganography, minimizing
the rounding error is of particular importance. As mentioned
before, the UERD modifies much more coefficients with small
value (including the zero AC coefficients) than JC-UED.
Considering the fact that the small AC coefficients account
for the majority part of all coefficients and the rounding
errors for all coefficients are uniformly distributed, SI-UED
modifies less coefficients with large rounding error inevitably.

IV. PROPOSED JPEG STEGANOGRAPHIC SCHEME

The implementation of the proposed UERD is similar to
the one of the original UED. By incorporating the UERD,
the STC (with constraint height # = 10) based minimal
distortion embedding framework is applied to embed the secret
message to all DCT coefficients (DC, zero and non-zero
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AC coefficients). Fig. 8 illustrates the unified framework
for JPEG steganography with original BMP image or JPEG
compressed image as input, which includes the process of data
embedding and extraction.

In the stage of data embedding, since all DCT coefficients
are utilized as the cover, there is no need to avoid mod-
ifying the zero AC coefficients and creating the new zero
AC coefficients. Therefore, the embedding operations of all the
coefficients are determined by ternary STC (UERD) and the
binary STC (SI-UERD). As a result, the additional rounding
error for the side-informed case should also be adjusted
correspondingly.

For other processes such as the distortion calculation, the
STC coding and decoding are just the same as in [2].

V. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, experimental results and analysis are
presented to demonstrate the feasibility and effectiveness
of the proposed UERD schemes. The comparisons with
the original JC-UED and SI-UED [2], nsF5 simulator [7],
Wang et al.’s block entropy weighted scheme (EBS) [13],
Sachnev et al.’s BCH [6], and the state-of-the-art method —
Holub et al.’s J-UNIWARD and SI-UNIWARD [10] for non
side-informed embedding and side-informed embedding, are
included. In our experiments, we concentrate on the com-
parison of the distortion functions for the involved schemes.
Therefore, the Hamming code in MME and BCH code
in BCH are replaced with STC in the interest of fair
comparison.

A. Experiment Setup

1) Cover Source: All experiments are carried out on
the image database BOSSbase ver. 1.01 [15]. The original
database contains 10,000 images acquired by eight digital
cameras in their RAW format (CR2 or DNG) and subse-
quently processed by converting to grayscale, and then resizing
and cropping to the size of 512 x 512 pixels using the
script available from [15]. The images in BOSSbase are then
JPEG compressed using quality factors 75 and 95. Thus,
we have three image databases each with 10,000 grayscale
cover images of different texture characteristics in format of
BMP and JPEG, which serve as the precover (BMP) and
cover (JPEG) for side-informed and non side-informed JPEG
embedding, respectively. In our experiments, the payloads for
both non side-informed and side-informed embedding range
from 0.1 to 0.5 bits per non-zero cover AC DCT coefficient
(bpnzac) with a step of 0.1 bpnzac.

2) Steganalysis Features: There are several mainstream
universal feature sets for JPEG steganalysis, such as the
CC-PEV-548D [16], MP-486D [17] and the state-of-the-art
CC-JRM-22,510D [18]. Since the CC-JRM-22,510D has
been proved to be the best one by many prior works, the
CC-PEV-548D and MP-486D are no longer included in our
experiments. Instead, a down-scaled version of the SRM with
a single quantization step ¢ = 1 (SRMQ1-12,753D) are also
employed to evaluate the security performances of the involved
JPEG steganographic schemes. The final features will be the
union of the CC-JRM-22,510D and SRMQ1-12,753D, which
is also called J+SRM, giving the total feature dimensions
of 35,263.

3) Machine Learning: The ensemble classifier with Fisher
linear discriminant as the base learner in [19] is incorporated in
our experiments as is done in [18], since it enables fast training
in high-dimensional feature spaces and has a comparable per-
formance to that of SVMs [20] working on low-dimensional
feature sets. For the covers and their corresponding stego
images with different steganographic schemes, embedding
rates and QFs, the features for the steganalysis tool are firstly
extracted. Typically, half of the cover and the stego images will
be used as the training set for the ensemble classifiers, and the
remaining half will be used as test set to evaluate the trained
classifier. And, the security performance will be quantified as
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the minimal total error Pg under equal priors achieved on the
test set, which is defined as

Pe — min Pra + PMD(PFA)’ )

Pra 2

where Pga is the false alarm rate and Pyp is the missed
detection rate. The performance is evaluated using the median
value of Pg over ten random tests and is denoted as Pg. In this
paper, we use the ensemble’s ‘out-of-bag’ (OOB) error Eoop
to represent the Pg, since Eoop is an unbiased estimate of
the Pg. And, the security performance is displayed graphically
by plotting Eoop as a function of the relative payload.

B. Performance of Side-Informed UERD

For JPEG steganography with side-information, we compare
the proposed SI-UERD with the original SI-UED [2],
EBS [13], BCH [6], as well as the recently proposed
SI-UNIWARD [10]. Fig. 9 shows the security performance of
the involved schemes against the J4-SRM-35,263D, for JPEG
quality factors 75 and 95. For all cases, both SI-UERD and
SI-UNIWARD clearly outperform the other schemes by
a sizeable margin, especially for JPEG quality factors 75.
SI-UERD, apparently, has the best security performance across
the two JPEG quality factors. SI-UERD, however, has almost
the same security performance with SI-UNIWARD before it
starts to outperform SI-UNIWARD when the payload is greater
than 0.3 bpnzac for all the tested JPEG images. Compared
with SI-UED, the proposed SI-UERD has significant
improvement in terms of security performance, indicating
that the generalized uniform embedding is far more efficient
than the original one. Fig. 9 also shows an interesting result
that the EBS performs better than SI-UED, which is quite
different with the result in [2], where the opposite results for
SI-UED were observed. This could be due to the fact that the
J+SRM-35,263D is better than CC-JRM-22,510D at
detecting SI-UED.

C. Performance of Non Side-Informed UERD

For JPEG steganography without side-information, we
compare the proposed UERD with original JC-UED [2],

as well as nsF5 [7] and the state-of-the-art method —
J-UNIWARD [10]. The security performances of the involved
schemes against the J4+SRM-35,263D, for JPEG quality
factors 75 and 95, are illustrated in Fig. 10. Unlike the case
of side-informed JPEG steganography, J-UNIWARD outper-
forms UERD this time, although the test results do not show
a significant difference in performance. Note that for practical
application, the performance loss of UERD in comparison
with J-UNIWARD can be compensated to a considerable
extent by its extremely low computational complexity, which
will be discussed later in Section V-D. When compared with
the original JC-UED, however, the proposed UERD shows
significant improvement in terms of security as in the case
of side-informed embedding.

D. Comparison of Computational Complexity

We then proceed to evaluate the computational complexity
for UERD and UNIWARD. Note that both schemes utilize the
same framework of minimal distortion embedding with STC
as the coding method, the main difference of computational
complexity is in the calculation of the distortions. To simplify
the evaluation process, we assume that one operation of
addition, subtraction, multiplication, division and signed
magnitude arithmetic has the same computational cost.

For an M x N image, the distortion function for
J-UNIWARD is defined as the sum of relative changes of the
wavelet coefficients with respect to the cover image, i.e.,

nyp np

3 (k) (k)
A |Wuv (X) - Wuo (Y)|
DX, V)=D D> . ®
SoS o+ WYX

where X and Y are cover and stego images, one can refer
to [10] for detail description and parameter setup. Changing
a DCT coefficient X;; will affect a block of 8 x 8 pixels and
therefore a block of (8 4+ s1) x (8 4+ s1) (s = 16, leading
to 23 x 23) wavelet coefficients, where s x s is the size of
the 2-D wavelet support. Thus the computational complexity
of (8) mainly includes the calculation of 2-D inverse DCT
and 2-D DWT (Discrete Wavelet Transform). For 2-D inverse
DCT transform, one pixel involves 8 x 8 multiplications and
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(a)-(b) are detection error Egop for nsF5, JC-UED, J-UNIWARD (J-UNI) and UERD with the J+SRM-35,263D and the ensemble classifier for

JPEG quality factors 75 and 95, respectively. JC-UED, J-UNIWARD (J-UNI) and UERD are ternary STC coded.

TABLE II
COMPARISON IN COMPUTATIONAL TIME OF THE UERD AND UNIWARD
FOR BOTH NON SIDE-INFORMED AND SIDE-INFORMED EMBEDDING ON
A SERVER WITH 2.4 GHz DUAL PROCESSORS AND 96 GB MEMORY.
RESULTS OF BOTH C++ AND MATLAB IMPLEMENTATION
ARE PROVIDED. THE UNIT OF TIME IS SECOND

JPEG quality factor 75 JPEG quality factor 95
J-UNT UERD ratio J-UNI UERD ratio
C++ 1.7346  0.0184 94 1.7329  0.0189 92
matlab | 16.6478 0.0359 464 16. 7592 0. 0366 458
SI-UNI  SI-UERD  ratio | SI-UNI ~SI-UERD ratio
C++ 1.7378  0.0271 64 1.7326  0.0275 63
matlab | 32.5986 0.0353 923 32.5007 0.0360 903

8 x 8 additions, thus its computational complexity is
O (128 M N). For the 2-D DWT, the image is first transformed
to wavelet domain, and then the corresponding 23 x 23
wavelet coefficients can be easily obtained from the wavelet
image directly. Thus the computational complexity for 2-D
DWT (with three directional filters) is O(3 x 2 x 16 x 16 x
M x N) = O(1536 M N). Therefore, the total computational
complexity for the distortion function of J-UNIWARD is
roughly O (1536 M N + 128M N) = O(1664M N).

As for the UERD as in (4), the computation of the energy of
the DCT block for the coefficients in the same DCT block is
the same, which requires 8 x 8 signed magnitude arithmetics,
8 x 8 multiplications and 8 x 8 additions. The computation of
the denominator also requires 1 multiplication and 8 additions.
Thus the computational cost of the denominator for an image
of size M x N is O(3 x 8 x 8 x (M/8) x (N/8) + M x N +
8 x M x N) = O(12M N). Taking into account the additional
division operation for each pixel, the total computational
complexity of the distortion function for UERD is O (13M N),
which is 1/128 of the one of J-UNIWARD.

Table II reports the practical computational time of UERD
and UNIWARD for both non side-informed and side-informed
embedding under JPEG quality factor 75 and 95 on a server

0.5
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0.4r
Q
S 0.3
w
=
o
[%2]
1 oz2r
0.1r
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Payload A(bpnzac)

Fig. 11. Detection error Egop for the ordinary UERD and the NZ-UERDI,
as well as NZ-UERD2 with the J4+SRM-35,263D and the ensemble classifier
for JPEG quality factors 75. The ordinary UERD utilizes all DCT coefficients,
while NZ-UERDI1 and NZ-UERD2 use only non-zero AC coefficients.

with 2.4 GHz dual processors and 96 GB memory. For all
cases, the computation time for UERD is negligible. While for
J-UNIWARD, when implemented with MATLAB, the compu-
tation times are more than 16 seconds for both JPEG quality
factor 75 and 95, which are 464 and 458 times of the ones for
the corresponding UERD. As for C++ implementation, both
the computation times of UNIWARD and UERD drop signif-
icantly due to the optimized executable codes generated with
C++ compiler. The computation time of UERD, however, is
still roughly two orders of magnitude less than UNIWARD
(1/94 and 1/92 for both JPEG quality factor 75 and 95),
which coincide with the theoretical evaluation given
above.

E. Importance of the Use of Zero AC Coefficients

For UERD, all the DCT coefficients including DC, zero and
non-zero AC coefficients are treated equally using a unified
distortion function. One may conjecture that the performance
improvement of UERD is mainly attributable to the increase
of cover element, so that more messages can be embedded.
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ordinary UERD, respectively.

We then resort to additional experiment to explain the exact
role that zero AC coefficients play in the proposed UERD.
In the experiment, only the non-zero AC coefficients are
utilized in the UERD as they do in UED. In this case, we
have two choices for the embedding operation of the £1 AC
coefficients, depending on whether new zero AC coefficients
are created after embedding. For case 1 (NZ-UERDI1), the
+1 coefficients are allowed to be modified to 0, while for
case 2 (NZ-UERD?2), the implementation is the same as the
original UED, i.e., avoiding to create new zero AC coefficients.
In Fig. 11, we compare the security performance of the UERD
and its two variants (NZ-UERD1 and NZ-UERD?2). As seen,
the NZ-UERDI1 is completely broken by J+SRM-35263D,
while the NZ-UERD?2 is considerably outperformed by the
UERD.

In Fig. 12, we show the relative changes of the global
histogram for the three involved schemes over 10,000 images
with a payload of 0.3 bpnzac, which clearly illustrates the
reason why the performances of the two UERD variants drop
so heavily. In order to implement the generalized uniform
embedding, the UERD has to modify more small coeffi-
cients (Fig. 6). And the change of a bin in global histogram
depends on how many coefficients are modified in such a bin
and the distribution of its neighboring bins. Note that there
is no coefficient modified in bin 0, the embedding operations
result in sharp decrease of the 1 coefficients and fairly big
increase of zero coefficients for NZ-UERDI1 (Fig. 12(a)),
or considerable increase of £2 coefficients for NZ-UERD2
(Fig. 12(b)). Therefore, the use of zero AC coefficients is of
particular importance for the UERD. It is more than a matter
that we make use of zero AC coefficients to increase the
cover elements, but the one that we need to use more zero
AC coefficients to better implement the proposed generalized
uniform embedding strategy.

VI. CONCLUSION

Nowadays, perfect secure steganography has been proved to
be unrealistic for empirical JPEG image. If the steganographer
has to resort to imperfect steganography, currently, the most
successful approach is the minimal distortion embedding
framework with STC code. By properly defining the
distortion function, the problem of message embedding can

be formulated as the one of source coding with a fidelity con-
straint. Steganalysis, on the other hand, aims at detecting the
presence of hidden data. By far the best image steganalyzer are
constructed through feature based steganalysis and machine
learning. Generally, the feature set for JPEG steganalysis is
built from the first-, second- and other higher-order statistics
of quantized DCT coefficients (histogram and co-occurrences).

While the previously proposed UED tries to uniformly
embed the message to non-zero AC coefficients of different
amplitudes, with the expectation to minimize the possible
changes of statistics after embedding, this paper proposes a
generalized uniform embedding strategy (UERD) by exploring
the tolerable variation of image statistical model. Compared
with UED, the most notable difference is that, in embedding,
UERD attempts to uniformly “spread” the relative changes
of statistics in a way that they are proportional to their CVs
(coefficient of variation).

As for the implementation, the UERD uses all DCT
coefficients (DC, zero and non-zero AC) as cover elements,
and both zero and non-zero AC coefficients are treated
equally using a unified distortion function. When the
side-information of the original uncompressed image is
available, the corresponding side-informed UERD (SI-UERD)
is constructed by simply combining the additional rounding
error with the non side-informed UERD. Extensive
experiments have been carried out to demonstrate the superior
performance of the proposed UERD in terms of secure
embedding payload against steganalysis and show that the
UERD has a comparable security performance with the state-
of-the-art UNIWARD with markedly reduced computational
complexity.
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